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a b s t r a c t

In this paper, we present an approach that can be used for transmission of 2D spatial information through
space-limited systems capable of transmitting even only a single spatial pixel. The input 2D object is illu-
minated with temporally incoherent illumination. The axial coherence length is very short and it equals
only a few microns. Attached to the input object spatial random phase mask generates different axial shift
for every pixel of the input. The temporal delays of the encoding (axial shifts) of every pixel are longer
than the coherence length of the illuminating source. Therefore no temporal correlation exists between
the various pixels of the input. A lens combines all spatial pixels into one point at its focal plane. Although
the various spatial pixels were mixed together, since the random mask provided axial delay which was
larger than the coherence length of the light source, the orthogonality between the spatial content of
every pixel is preserved. The decoding system includes a lens that is positioned at the output of the res-
olution reduction system and it converts the output light into a plane wave containing all the spatial
information of the original image mixed together in all of its pixels. By interfering this plane wave with
the same plane wave after passing through the same random spatial coding mask, the spatial information
of every pixel of the input object is recovered.

� 2009 Elsevier B.V. All rights reserved.

1. Introduction

Super resolution is highly applicable field in optics research
where spatial degrees of freedom are encoded transmitted through
band limited systems and then decoded while the encoding/decod-
ing process is done by transferring the spatial information into
other domains as time [1], polarization [2], field of view [3], gray
level [4] and color [5] which are unused according to a priori
knowledge that we have on our system [6–8].

One interesting derivative of the time multiplexing super
resolving approach is coherence coding. There the spatial informa-
tion is multiplexed, transmitted through the band limited imaging
system and yet later on separated and reconstructed due to the fact
that each spatial segment had different fast varying temporal
phase of light, i.e. the incoherent mixed segments remain uncorre-
lated. When coherence of light is used for super resolution two op-
tions are possible. The first is related to spatial coherence [9] and
the second to temporal coherence [10]. In the first direction the
authors have performed shaping of the spatial mutual intensity
function of the illuminating beam as a set of orthogonal distribu-
tions, each one carrying the information for a different spatial
spectral band or spatial region of the input object. In the second ap-
proach temporal coherence coding (i.e. each spatial region was

added with different axial delay which was more than the coher-
ence length of the light source and that way after the multiplexing
the various spatial segments were uncorrelated) was used to code
transversal spatial information. Both approaches presented in Refs.
[9,10] were demonstrated for 1D objects.

In this paper we expand the operation principle related to cod-
ing via temporal coherence but this time for improving the cap-
tured resolution of 2D images (that was not described before).
Moreover, we push this operation principle to its limit while the
2D image that we use we encode as single spatial degree of free-
dom. This implies that imaging can be performed even through a
pinhole without using an imaging lens at all. In addition, in Ref.
[10] the coherence coding was demonstrated for coding and then
decoding of two regions in the field of view. This means that we
were able to demonstrate field of view multiplexing such that
the field of view was effectively increased by a factor of 2. In this
paper, not only that we aim to improve resolution rather than to
increase the effective field of view but also the improvement (even
for 1D objects) is for much larger factors than 2 (the improvement
factor is large enough to be able to reconstruct the spatial structure
of the object). The proposed approach can be useful in microscopy
where usage the proposed approach with objective lens of low NA
can yield high resolution in addition to long working distance pro-
vided by the low NA of the lens. In addition, it may be applicable
for in vitro biomedical imaging where long integration time is
feasible.
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In Section 2 we describe the operation principle. Numerical
investigation is presented in Section 3. Experimental proof of prin-
ciple is presented in Section 4. The paper is concluded in Section 5.

2. Technical description

By giving different axial coherence to different spatial pixels of
an object, a two-dimensional (2D) image can be folded into a smal-
ler spatial domain (a single pixel, in the limit case) and then be
transmitted through the space-limited system. This can be
achieved by proper self coherence function (SCF). The SCF is de-
fined as:

C11ðsÞ ¼ huðP1; t þ sÞu�ðP1; tÞi ð1Þ

where u(P, t) is an input complex field amplitude, P represents the
2D spatial coordinate, t the time axis, and s is the time difference
between two points. h i describes ensemble averaging or averaging
over time. For an incoherent field C11(s) = 0 for all s – 0. In our de-
sign, the encoding system is based on the possibility that every spa-
tial region can have an auto-correlation with a unique time delay
s(P) that will separate this specific spatial region from the others.

The recovery of every region will be based on the time delay
that was used for its encoding. The incoherent light that is being
used in the encoding system can be described by the temporal
phase de-correlation which is obtained after a time that is longer
than the coherence time sc. The coherence time has a value that
is of the same order of magnitude as 1/Dv, where Dv is the tempo-
ral spectrum bandwidth of the illuminating source. We simulate a
broadband spectrum illumination to have short sc. Proper encoding
will generate a SCF according to:

C11ðsðPÞÞ ¼ huðP1; t þ sðPÞÞu�ðP1; tÞi ð2Þ

The decoding process will yield C11(s(P)) = 0 for all s(P), except
when s(P) = s(P1), where it has a finite value.

Note that 2D image encoding, transmission through single
mode fiber (a system capable of transmitting only a single spatial
degree of freedom) and then restoring was demonstrated before
[11]. However, there wavelength coding of the 2D image was used
and therefore the approach imposes a restriction related to the fact
that the image should have uniform reflection of colors within the
illuminating bandwidth.

In this paper as previously described we use the temporal
coherence of the illuminating source in order to encode the 2D
information. Therefore, now the limitations over the properties of
allowed 2D objects are significantly reduced. The object can be col-
ored and since the coherence time is very short the object does not
have to be too much static as well.

The proposed experimental system that we suggest will contain
two sections: the encoding and the decoding. The encoding system
will be installed before a low resolution optical system. The decod-

ing system is placed right after the low resolution system and will
repair the coded image. The system is described in Fig. 1.

Both, the encoding as well as the decoding systems, are based
upon the Mach–Zehnder interferometers. In one of the arms of
the interferometer special optical element is placed which pro-
duces different temporal delay per each pixels of the 2D image.
This encoding element includes different optical paths for different
pixels of the 2D field distribution (it is coined encoder in Fig. 1).
After the second beam splitter which combines the two arms of
the interferometer, we place a lens that couples the 2D field distri-
bution into a system capable of transmitting only a single spatial
degree of freedom (such as a single mode fiber or a pinhole). After
being transmitted through the pinhole, another collimating lens is
positioned at its output to converts the coming light into a plane
wave. The coupling lens, the pinhole or the single mode fiber and
then the second collimation lens are coined in Fig. 1 as the low res-
olution system. This plane wave is input to the decoding system
which is similar to the encoding one. Once again it is a Mach–Zehn-
der interferometer with coding spatial element positioned in one
of its arms. The element is identical to the element that was used
in the encoding system.

Mathematically the field at the input plane is u(P, t) and after
the encoding it will become u(P, t)+u(P, t + s(P)) where s(P) is an
addition of phase done by the encoder (the special optical ele-
ment). This additional phase which is expressed as time delay de-
pends on the spatial region. After the transmission through the
resolution reduction system that is capable of transmitting only a
single degree of freedom (such as a pinhole or a single mode fiber)
one has an expression for the field and it is proportional to:
ZZ

uðP; tÞ þ uðP; t þ sðPÞÞdP ð3Þ

The spatial averaging dP is since the wave coming out from the
resolution reduction system and the collimating lens, is a plane
wave with no spatial information.

The decoding system that includes two interferometer arms
will have in one arm:

RR
uðP; tÞ þ uðP; t þ sðPÞÞdP and in the otherRR

uðP; t þ sðP0ÞÞ þ uðP; t þ sðPÞ þ sðP0ÞÞdP. The total field impinging
on the detector equals to:

UtðP0Þ,
ZZ

uðP; t þ sðP0ÞÞ þ uðP; t þ sðPÞ þ sðP0ÞÞdP
� �

þ
ZZ

uðP; tÞ þ uðP; t þ sðPÞÞdP
� �

ð4Þ

In our case P0 is the spatial coordinates vector of the output plane.
The intensity in the output plane (after time averaging) equals to:

IðP0Þ ¼ hUtðP0ÞU�t ðP
0Þi ð5Þ

Substituting Eq. (4) into Eq. (5) produces 16 terms. Due to the
de-correlation and after the averaging the result contains some
terms which are averaged to zero, some which are averaged to

Fig. 1. Optical encoding and decoding system for 2D objects.

4058 D. Sylman et al. / Optics Communications 282 (2009) 4057–4062



Author's personal copy

constant of const ¼
RR
juðPÞj2dP while the other terms produce some

relevant and interesting distribution:

IðP0Þ¼constþ2�Re

�
Z Z Z Z Z

uðP1;tþsðP1ÞÞu�ðP2;tþsðP2ÞþsðP0ÞÞdt
� �

dP1dP2

� �

þ2�Re
Z Z Z Z Z

uðP1;tþsðP0ÞÞu�ðP2;tþsðP2ÞþsðP0ÞÞdt
� �

dP1dP2

� �

þ2�Re
Z Z Z Z Z

uðP1;tþsðP1ÞÞu�ðP2;tþsðP0ÞÞdt
� �

dP1dP2

� �
ð6Þ

Note that the temporal average yields:Z
uðP1; t þ sðP1ÞÞu�ðP2; t þ sðP2Þ þ sðP0ÞÞdt

¼ uðP1Þu�ðP2ÞdðsðP2Þ þ sðP0Þ � sðP1ÞÞ

Z
uðP1; t þ sðP0ÞÞu�ðP2; t þ sðP2Þ þ sðP0ÞÞdt

¼ uðP1Þu�ðP2ÞdðsðP2ÞÞZ
uðP1; t þ sðP1ÞÞu�ðP2; t þ sðP0ÞÞdt

¼ uðP1Þu�ðP2ÞdðsðP0Þ � sðP1ÞÞ ð7Þ

assuming for a minute that the relative delay s(P) is proportional to
its coordinate P: s(P) = constant � P. This happens if for instance the
encoder is a prism. In this case the intensity of the output plane
becomes:

IðP0Þ ¼ const þ 2 � Re
Z

uðP2 þ P0Þu�ðP2ÞdP2

� �
þ 2

� Re u�ð0Þ �
Z

uðP1ÞdP1

� �� �
þ 2 � Re uðP0Þ �

Z
u�ðP2ÞdP2

� �� �

ð8Þ

The second term is an auto-correlation expression that gener-
ates strong peak in the center of the axes. The third term is con-
stant and the last term is the one which is the most relevant
since it is proportional to the original high resolution field.

Note that in order to obtain this we assumed that s(P) is propor-
tional to its coordinate P which is true, as mentioned before, in the
case of a prism used as the encoder element. However, in case that
the encoder is a random element (as we will assume in our numer-
ical investigation), then the second term does not produce a delta
(auto-correlation) but rather it is equal to zero since in the random
case the equation of

Fig. 2. (a). The original image. (b) Image reconstructed from a single transmitted
pixel.

Fig. 3. The realized experimental setup. (a) The schematic sketch. (b) The actually experimental setup with all the optical parameters marked on top.
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sðP2Þ þ sðP0Þ � sðP1Þ ¼ 0 ð9Þ

which is the argument of the delta from Eq. (7), has no defined
solution.

Note also that in order to have 2D super resolved imaging, every
pixel of the object should be encoded by different optical path such
that no correlation will be generated between the pixels after their
spatial mixing. Encoding element having the structure of a prism
can not work for 2D case but only for 1D case because in a prism
there are always pixels having the same optical path. The different
optical paths are generated only in 1D. In the case of a random
encoding element 2D super resolution can be obtained while every
pixel has different optical path and the difference should be more
than the coherence length in order to break the correlation be-
tween the various pixels.

In any case the interesting result is the last term of Eq. (8) which
shows mathematically that indeed the averaged intensity is pro-
portional to the high resolution field distribution of the input ob-
ject, despite the fact that it was passed through a system that is
capable of transmitting only a single degree of freedom. In a sense
it resembles what happens in regular holography where the inter-
esting interference term (the coefficient of the fringes), in the
intensity distribution of the reconstruction pattern (obtained after
the hologram is being illuminated by the reference beam) is pro-
portional to the field of the recorded object.

3. Numerical experimenting

In order to exam the system we have developed a computer
simulation that is analogous to the system that consists of five
components. The first component is white light illumination
source that is synthesized as a matrix with amplitude of one and
a random phase. The second part is the image that is being illumi-
nated by the white light source. The third part is the encoding
which is achieved by passing the field distribution through the
Mach–Zehnder interferometer while one arm passes as is and the
second arm is multiplied by a random phase matrix which is the
encoding element (coined the encoder). In the encoder matrix each
pixel of the 2D image gets a different time delay. At the output of
the encoding system the two arms are combined. The next stage is
the spatial compression, i.e. the transmission through the resolu-
tion reduction module. This is achieved by spatially summing all
the pixels into a single term, i.e. spatial integration. The image is
compressed into a single spot, a single pixel, and then is expanded
into a plane wave (i.e. the single value is replicated for all the pixels
of the spatial matrix). Optically this is obtained using the collima-
tion lens. Now the light is input into the decoding system. It passes
through additional Mach–Zehnder interferometer, i.e. the light is
split into two arms one is multiplied by the encoder matrix (the
same filter as in the encoding system) and the other passes as is.
At the output both arms are combined.

The phase of the input source is randomly varied with time due
to its lack of temporal coherence. Note that the encoder element
includes etching depths which are larger than the coherence length
(it can be only a few microns) and therefore the phase generated in
this path is uncorrelated with the phase in the other path of the
interferometer. For every temporal variation of phases the phases
of the two arms of the interferometer are varied differently due
to this lack of correlation. After sufficient time integration (each
captured image is for different initial random phase of the light
source, and the encoders) in the detector we reconstruct the origi-
nal high resolution 2D image.

The obtained result is presented in Fig. 2. In this simulation we
used image of 32 by 32 pixels and we performed averaging of
50 � 106 time frames to obtain the final reconstruction. Note that
such an averaging occurs after 83 ns for light at frequency of

6 � 1014 Hz (wavelength of 0.5 lm). Another important parameter
for the simulation is the coherence length. In our case we used a
white light illumination, i.e. the coherence length was approxi-
mately equal to one wavelength (half a micron in our case). In
Fig. 2a we present the original 2D image which is the number
32. After the reconstruction, we obtain the image of Fig. 2b. One
may see that despite the fact that the 2D spatial information was
passed through a resolution reduction system (capable of transmit-
ting only a single degree of freedom) the information was fully
recovered as can be expected accordingly to the SCF theory and
the mathematical analysis presented in the previous section.

4. Experimental proof of principle

Experimental setup following the schematic configuration of
Fig. 1, was constructed. The setup is presented in Fig. 3a and b
where Fig. 3a is the schematic sketch and Fig. 3b is the real image
of the experimental setup with all the optical parameters, such as
the focal lengths of the lenses, marked on top. Instead of encoding
and then decoding modules we placed a mirror at the output of the
encoding module such that the back reflected light will pass
through the same system that will now decode and reconstruct
the spatial information. The aperture that reduced the imaging res-
olution of the system had diameter of 1 mm.

The illumination used in the experiment was a white light Hal-
ogen lamp having coherence length of about half a micron. The

Fig. 4. 1D experimental results. (a) Path 1 was blocked and light went through the
path of 2–3. (b) Path 2 was blocked and light went through the path of 1–3. (c) Paths
1 and 2 are open and only path 4 is blocked. (d) The low resolution image obtained
due to the insertion of the resolution limiting aperture. (e) The super resolved
reconstruction.
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light source module is called fiber-lite MI-150 and it is made by
Dolan Jenner. The encoding/decoding element was basically two
prisms: one for the X encoding and one for Y encoding. Because
of the difference in the optical paths between the X encoding mod-
ule and the Y encoding module (which was much more than the
coherence length) the two encodings were uncorrelated and thus
a full 2D super resolved imaging could be obtained (rather than
only a ‘‘plus” like shape synthetic aperture in case that the X and
the Y axes are correlated). The tilting angle of each prism deter-
mines the final resolving capability. Since the coherence length is
about half a micron, the lateral spatial resolution that may be ob-
tained will be half a micron divided by the tilting angle of the
prism. This is a required condition in order to generate de-correla-
tion between the various lateral pixels that are being encoded/de-
coded via the coherence of the light.

The obtained results for the 1D case are presented in Fig. 4. In
Fig. 4a we see the image captured when path 1 was blocked and
light went through the path of 2–3. Fig. 4b is the image was cap-

tured when path 2 was blocked and light went through the path
of 1–3. The image of Fig. 4c is captured when paths 1 and 2 are
open and only path 4 is blocked. The low resolution image ob-
tained due to the insertion of the resolution limiting aperture is
seen in Fig. 4d. The obtained reconstruction is seen in Fig. 4e where
the angles of path 1 and 2 were reduced such that the replications
were overlapped one on top of the other. In Fig. 4e one may well
see the high resolution reconstruction obtained for the spatial
information that did not pass through the aperture when the ap-
proach was not applied (as seen in Fig. 4d).

In Fig. 5 we performed the experiment for the 2D case. In Fig. 5a
one may see the USAF resolution target as it is imaged through our
low resolution (due to the 1 mm aperture appearing in Fig. 3)
imaging system. For comparison in Fig. 5b we present the high
resolution image captured without the aperture. In Fig. 5c and 5d
we present the super resolved output obtained after super
resolving only the horizontal and then only the vertical axes
respectively. One may clearly see the obtained 1D improvement

Fig. 5. 2D experimental results. (a) Low resolution image taken with the aperture. (b) The high resolution image taken with the aperture removed. (c) The super resolved
image after performing super resolution only in the horizontal axis. (d) The super resolved image after performing super resolution only in the vertical axis. (e) The 2D super
resolved reconstruction. (f) Vertical (left) and horizontal (right) cross sections of (a) (solid blue) and (e) (dashed red). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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(once horizontal in Fig. 5c and then vertical in Fig. 5d) in the imag-
ing capability of high spatial frequencies. In Fig. 5e we present the
2D super resolved reconstruction. One may clearly see the appear-
ance of the high spatial frequencies in both directions (horizontal
and vertical) that previously were completely not resolved in the
low resolution image of Fig. 5a. Note that the alignment artifacts
obtained in the reconstruction of Fig. 5e are caused mainly due
to the limited accuracy that we had for the various stages used
to align the mirrors. Due to this limited accuracy the four images
(two horizontal and two vertical) could not be perfectly
recombined.

For the sake of comparison in Fig. 5f we present the vertical
(left) and the horizontal (right) cross sections of Fig. 5a (solid blue)
and Fig. 5(e) (dashed red). One may see that although some align-
ment related artifacts appear in the reconstruction of Fig. 5e and
thus also in the relevant cross sections of Fig. 5f, nevertheless in
the vertical cross section the dashed reconstruction has clearly vis-
ible three peaks which are not resolved at all in the solid curve cor-
responding to the original image of Fig. 5a. In the horizontal cross
section one may see that in the dashed curves there are three
groups of reconstructed peaks while in the solid curve (corre-
sponding to the image of Fig. 5a) the peaks are resolved only in
the first group.

Note that the cross sections presented in Fig. 5f are marked in
the relevant positions of Fig. 5a and e.

5. Conclusions

In this paper we have demonstrated the usage of temporal
coherence in order to perform 2D super resolution where 2D image
is encoded, transmitted through a resolution reduction system and

then reconstructed at the output plane. Despite of the demon-
strated example, the proposed approach can be used as 2D super
resolving approach for any system with limited resolution that
can transmit even only a single spatial pixel.

The main advantage of using the temporal coherence as a way
to code spatial resolution is related to the fact that although this
approach requires time integration, the integrating window can
be very short due to the fast variations of the random phases of
the source (it can be as fast as the optical frequency). Therefore this
does not impose any real restriction and this approach can be used
for resolving and imaging of non static objects as well.

The proposed approach can be a useful tool in microscopy
where usage of the proposed approach with objective lens of low
NA can yield high resolution in addition to long working distance
provided by the low NA of the lens.
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